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Motivation: Smart Power Grids
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Prediction Models using Partial Data
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Influence Model (IM)
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Experiments and Results
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* Standard models for short term predictions perform poorly when trying to predict using partial data over ART while using just =7% of smart
* Our proposed influence models make predictions using real time data from only a few influential meters.

sensors, while still achieving comparable or better performance than the baseline
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